Augmenting Knowledge Tracing by Considering Forgetting Behavior
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ABSTRACT
Computer-aided education systems are now seeking to provide each student with personalized materials based on a student’s individual knowledge. To provide suitable learning materials, tracing each student’s knowledge over a period of time is important. However, predicting each student’s knowledge is difficult because students tend to forget. The forgetting behavior is mainly because of two reasons: the lag time from the previous interaction, and the number of past trials on a question. Although there are a few studies that consider forgetting while modeling a student’s knowledge, some models consider only partial information about forgetting, whereas others consider multiple features about forgetting, ignoring a student’s learning sequence. In this paper, we focus on modeling and predicting a student’s knowledge by considering their forgetting behavior. We extend the deep knowledge tracing model [17], which is a state-of-the-art sequential model for knowledge tracing, to consider forgetting by incorporating multiple types of information related to forgetting. Experiments on knowledge tracing datasets show that our proposed model improves the predictive performance as compared to baselines. Moreover, we also examine that the combination of multiple types of information that affect the behavior of forgetting results in performance improvement.
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1 INTRODUCTION
Computer-aided education (CAE) systems are widespread. Because a huge amount of learning logs can be collected from CAE systems, they can provide personalized materials to students based on their individual knowledge. This helps to reinforce knowledge by repeating materials that are difficult for a student and reducing learning costs by skipping materials that a student already knows.

To recommend suitable learning materials to each student, we should understand each student’s knowledge accurately. The knowledge tracing task, which consists of: (1) modeling a student’s knowledge through their interactions with the learning system contents and (2) predicting how a student will perform on future interactions, is a well-established and challenging problem in the field of CAE. The more precise the knowledge tracing is, the more satisfactory and suitable the contents provided by the system are [4]. On the contrary, a user study has shown that providing contents and questions to students at an inappropriate level of difficulty causes a decrease in their engagement [1]. Therefore, it is important to model and predict a student’s knowledge precisely. This, in turn, is directly related to how efficiently a student can learn and how satisfied a student is with the CAE system.

For knowledge tracing, Bayesian knowledge tracing (BKT) [3] and performance factors analysis (PFA) [14] have been explored widely and applied to intelligent tutoring systems [10, 19, 20]. Recently, as deep learning models are outperforming the conventional models in a range of domains such as pattern recognition and natural language processing, the deep knowledge tracing (DKT) model [17], based on deep learning, can model a student’s knowledge more precisely as compared to the conventional models mentioned above. The DKT model represents a student’s knowledge state using the hidden variable of a recurrent neural network (RNN), which is a low-dimensional and dense vector. The BKT model represents a student’s knowledge state as a binary variable for each skill. A skill is a class of related material, such as by grammar, and is identified with a question tag or ID. Hence, the DKT model can represent a student’s knowledge more richly than the BKT model, which leads to improvements in knowledge tracing performance.

Predicting a student’s knowledge precisely is a difficult task because students do forget. The recall rate five minutes after the previous learning may be different as compared to that after five days. Besides, the number of times students learn a target skill changes the behavior of forgetting: the more number of times they
learn, the less they are likely to forget. To confirm the complexity of human forgetting, we analyzed the slepemapy.cz dataset, which is real-world learning logs acquired from an online learning platform. Figure 1 shows how the probability of answering correctly depends on both the lag time from the previous interaction with the same skill id and the number of past trials of that skill id. We aggregated interactions that students answered the previous question correctly. The marginal (averaged) distribution over the number of trials and the lag time are shown at the bottom and to the left of the distribution map, respectively. Note that single feature consideration does not capture the complex behavior of forgetting.

Figure 1: The quantized distribution map of the probability of a student correctly answering a question against the lag time from the previous interaction with the same skill id, \( \Delta_{\text{prec}} \), and the number of past trials, \( n_{\text{trial}} \). The distribution averaged over either the lag time or the number of trials are on the left and bottom of the distribution map, respectively. Note that single feature consideration does not capture the complex behavior of forgetting.

The marginal (averaged) distribution over the number of trials and the lag time from the previous interaction with the same skill id, \( \Delta_{\text{prec}} \), and the number of past trials, \( n_{\text{trial}} \). The distribution averaged over either the lag time or the number of trials are on the left and bottom of the distribution map, respectively. Note that single feature consideration does not capture the complex behavior of forgetting.

2 RELATED WORK

2.1 Knowledge tracing

Conventional knowledge tracing models such as BKT [3] and PFA [14] have been explored widely and applied to actual intelligent tutoring systems [10, 19, 20]. The BKT models a student’s knowledge using a hidden Markov model (HMM). Each student’s knowledge is represented as a set of binary latent variables, and the value of each variable corresponds to whether the student has mastered a skill or not. The PFA is a logistic regression model that predicts the probability of answering correctly based on the number of previous successes and failures. Although the PFA can easily incorporate several features, it basically cannot consider the whole sequence of interactions; instead, it considers the interactions only from the same skill.

As deep learning models are outperforming the conventional models in a range of domains such as pattern recognition and natural language processing, the DKT model [17] has shown that deep learning can model a student’s knowledge more precisely as compared to the conventional models mentioned above. The DKT models a student’s knowledge by an RNN which is often used for sequential processing. Although the DKT model is a sequence model as well as the BKT model, the DKT model represents a student’s knowledge state using the hidden variable of a RNN, which is a low-dimensional and dense vector; the BKT model represents a student’s knowledge state as a binary variable for each skill. In doing so, the DKT model can represent a student’s knowledge more richly than the BKT model, which leads to an improvement of the predictive accuracy for the student’s future performance. Following the DKT model, there are increasing amounts of research on deep learning-based knowledge tracing models [2, 12, 23, 24]. Zhang et al. improved DKT by incorporating additional features into it [24]. Although their approach has similarity to ours in terms of incorporating additional features to the DKT model, they neither focused on modeling forgetting and modeling across time, nor used time-based features such as lag time from the previous interaction.

2.2 Considering forgetting for student’s knowledge tracing

There are several research branches that focus on improving knowledge tracing tasks [16]. Considering the forgetting behavior is one of the directions to better understand a student’s knowledge. One of the early studies about forgetting [5] revealed that the retention
rate decreases exponentially as time passes by, and also, increasing the number of repetitions helps a user avoid forgetting. Without considering forgetting behavior in a knowledge tracing model, a student’s knowledge state cannot be changed as time passes by. This assumption is not reasonable in reality.

The original BKT model does not consider forgetting behavior. Qiu et al. [18] extended the BKT model to consider forgetting behavior for the first time. A new day flag was added to BKT to model forgetting one day after the previous interaction. However, this system could not model forgetting that occurred on a much shorter time scale. Khajah et al. then extended the BKT model to estimate the probability of forgetting by applying the number of trials in the past [11]. However, the lag time between the current and previous interactions was not considered.

For the PFA and the related regression models, there are two studies that focused on incorporating forgetting behavior into these models. Pelánek incorporated a time factor into the memory activation, which determines the probability of answering correctly [15]. In this research, applying a staircase function, which boosts the memory activation when the lag time is in a certain bound, resulted in the best performance. On the other hand, Settles and Meeder proposed a half-life regression model which extends the PFA model with the essence of Ebbinghaus’s forgetting curve [21]. Although these models incorporated information related to forgetting, the problem still remains. These regression models consider only the information about the skill and neglect the interaction sequence of other skills.

The difference between our proposed approach and the previous works is that we extended DKT, which is a sequential knowledge model, to consider a student’s whole sequence of interactions, and incorporate multiple types of information to represent the complex forgetting behavior. Table 1 shows the comparison between our proposed approach and previous works.

### Table 1: Comparison between our proposed approach and previous work. Sequence indicates the method used to model the sequence of interactions. Time-based forgetting information is the lag time between interactions, and the count-based forgetting information is the number of trials in the past.

<table>
<thead>
<tr>
<th>Method</th>
<th>Sequence</th>
<th>Time-based info.</th>
<th>Count-based info.</th>
</tr>
</thead>
<tbody>
<tr>
<td>BKT [3]</td>
<td>HMM</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PFA [14]</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DKT [17]</td>
<td>RNN</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Qiu et al. [18]</td>
<td>HMM</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Khajah et al. [11]</td>
<td>HMM</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>Pelánek [15]</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Settles and Meeder [21]</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Ours</td>
<td>RNN</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

3.1 Knowledge Tracing Task

The knowledge tracing task aims to model a student’s knowledge through interactions with questions and to predict how a student will perform on the future interactions. The task can be formulated as a supervised learning problem: given a student’s past interactions $x_0, \ldots, x_t$, the student’s performance is predicted in the next interaction. An interaction $x_t = (q_t, a_t)$ is defined as a tuple containing the skill id $q_t$ of a question that a student attempts at time step $t$, and the label $a_t$, which represents whether the student answers correctly or not. We define the number of skills as $Q$. In this study, the skill id $q_t$ is identified by either a question tag or an ID, and $a_t$ is a binary variable (one represents correct and zero represents incorrect answers). The values of $a_{t+1}$ are predicted for the given values of $q_{t+1}$.

3.2 Deep Knowledge Tracing

The deep knowledge tracing model is the first deep neural network-based knowledge tracing model [17]. The structure of the DKT model is shown in Fig. 2 (a). DKT models a student’s knowledge transition by using various RNNs such as Elman RNN [6] and long short term memory (LSTM) [9]. The student knowledge state is represented by a hidden state vector of RNN $h_t \in \mathbb{R}^k$, where $k$ is the number of hidden state dimensions. The DKT model can be separated into two processes: modeling a student’s knowledge and predicting a student’s performance.

In the process of modeling a student’s knowledge, for a given input $x_t = (q_t, a_t)$, the model updates a student’s knowledge state $h_t$ at each time step $t$. The input $x_t$ is a one-hot vector, which is a Cartesian product of $q_t$ and $a_t$. The input vector $x_t$ is then transformed into a low-dimensional and dense real-valued vector $v_t$. In [17], a random vector $n_{q,a} \sim N(0, I)$ is assigned to each input tuple as $v_t$. With the embedding vector $v_t$ and the previous student knowledge state vector $h_{t-1}$, the student knowledge vector $h_t$ is updated as:

$$h_t = \phi(v_t, h_{t-1}),$$

where $\phi$ is the cell module of RNN.

In the process of predicting a student’s performance, the probabilities of answering correctly for all skills $y_t \in \mathbb{R}^Q$ based on the updated student’s knowledge state $h_t$ is calculated as:

$$y_t = \sigma(b^{\text{out}} + W^{\text{out}} h_t),$$

where $\sigma(\cdot)$ is the sigmoid function, $W^{\text{out}} \in \mathbb{R}^{Q \times k}$ is the weight matrix and $b^{\text{out}} \in \mathbb{R}^Q$ is the bias vector of output.

4 PROPOSED APPROACH

We have utilized the DKT model as our base model because it is a state-of-the-art model in the knowledge tracing task, and a deep neural network that can easily incorporate multiple input sources and capture the nonlinear dynamics among them. By extending DKT so that it can consider forgetting, the model can adapt the student performance to the student’s forgetting.
4.1 Information related to forgetting

Earlier research has revealed that the retention rate differs depending on the combination of two aspects: the lag time from the previous interaction and the number of times a student learns the learning material. The lag time can be calculated for the repetition of same skill ids or for sequence of any skill ids. Hence, in this study, we have considered the following three features:

- repeated time gap: the lag time between an interaction and the previous interaction with the same skill id,
- sequence time gap: the lag time between an interaction and the previous interaction in the sequence; the skill id of an interaction does not matter, and
- past trial counts: the number of times a student answers questions with the same skill id.

Figure 3 illustrates these features. As for time gap, the repeated time gap has been commonly used in the previous researches \cite{15, 21}. The reason we have used the sequence time gap is if both the skill of the question that a student attempts and the skill of the previous question are related to each other, the lag time between these interactions may affect the performance of the question. Incorporating the sequence time gap into the model may capture this effect. The two time gap features are used by the minute and all three features are discretized at \( \log_2 \) scale.

4.2 Model

We extended DKT by incorporating information related to forgetting into two spaces of the model: the input and the output space of the RNN. The overall model architecture is shown in Fig. 2 (b).

To model a student’s knowledge process, we have used a trainable embedding matrix \( A \) to calculate the embedded vector for \( v_t \) for the interaction vector \( x_t \) instead of assigning the random values. In addition, we have added the information related to forgetting, \( c_t \), discussed in Sect. 4.1, as the input as well as the interaction at time step \( t \). \( c_t \) is a multi-hot vector because the three features in the information are represented as one-hot vectors and then concatenated. Before passing into the RNN module, the embedding vector \( v_t \) and the additional information vector \( c_t \) are integrated with each other:

\[
\theta_{\text{in}}(v_t, c_t) = \phi(v_t, c_t),
\]

where \( \phi \) is the input integration function that incorporates additional information into the student’s knowledge state. We describe this integration function in Sect. 4.3. Next, the student’s knowledge state vector \( h_t \) is updated with the integrated input \( v_t \) and the previous student’s knowledge state \( h_{t-1} \):

\[
h_t = \phi(h_t, c_t, v_t).
\]

Thereby, a student’s knowledge state is updated considering both the response of a student for the skill and the information related to forgetting. If a student answers correctly with a long time gap, the model updates the skill in the direction of acquiring more mastery.

Similarly in the process of predicting a student’s performance, we have integrated the additional information at the next time step \( c_{t+1} \) with the updated student’s knowledge state vector \( h_t \):

\[
h_{t+1} = \phi(h_t, c_{t+1}),
\]

where \( \phi \) is the output integration function that brings additional information into the prediction. Thereby, the model can predict...
The learning parameters of our proposed model are the embedding vectors.

The learning parameters of our proposed model are the embedding vectors.

\[
y_t = \sigma(b^{\text{out}} + W^{\text{out}} h_t^y).
\]

4.3 Integration Methods

In both processes of modeling a student’s knowledge and predicting a student’s performance, we have incorporated the integration functions, \(\theta^i\) and \(\theta^o\), into our model to consider the forgetting behavior. We have explored the following four integration methods:

- Concatenation: \(\theta^i(v_t, c_t) = [v_t; c_t]\), \(\theta^o(v_t, c_t) = [v_t \odot Cc_t; c_t]\), and
- Concatenation and multiplication: \(\theta^i(v_t, c_t) = [v_t \odot Cc_t; c_t]\), and
- Bi-interaction: \(\theta^i(v_t, c_t) = \sum_j \sum_{j \neq i} z_j \odot c_j, z_j \in \{v_t, Cc_t; c_t\} \setminus c_t^j \neq 0\),

where \(C\) is the trainable transformation matrix, and \(\odot\) denotes the element-wise multiplication. For the output integration function \(\theta^o\), we have used the same integration methods but applied to the student’s knowledge state \(h_t^y\) instead of \(v_t\). We have shared the transformation matrix \(C\) for both the input integration function \(\theta^i\) and the output integration function \(\theta^o\). Concatenation stacks the interaction vector with the feature vector. Hence, this integration does not change the interaction vector itself. On the other hand, multiplication modifies an interaction vector by the contextual information. Concatenation and multiplication are common ways to integrate vectors. The first three integration methods have been used in [22]. Bi-interaction, which has been proposed in [8], encodes the second-order interactions between the interaction vector and context information vector, and between context information vectors.

4.4 Training

The learning parameters of our proposed model are the embedding matrix \(A\) for the interaction vector \(x_t\), the weights in the RNN module, the weight matrix \(W^{\text{out}}\) and the bias \(b^{\text{out}}\) for the prediction, and the transformation matrix \(C\) for additional information \(c_t\) if we use multiplication or bi-interaction integration. These parameters are jointly learned by minimizing a standard cross entropy loss between the predicted probability of correctly answering the next question for the skill id \(q_{t+1}\) and the true label \(a_{t+1}\):

\[
L = -\sum_t (a_{t+1} \log(y_t^1(\delta(q_{t+1}))) + (1 - a_{t+1}) \log(1 - y_t^1(\delta(q_{t+1})))
\]

where \(\delta(q_{t+1})\) is the one-hot encoding for which skill id is answered in the next time step \(t+1\).

5 EXPERIMENTS

In this section, we present evaluation results for our model. Firstly, we evaluated the predictive performance by comparing our proposed model with other baselines on two real-world public datasets collected from online learning platforms. Next, we conducted comparative experiments to examine the contribution of features related to forgetting in our proposed model for further model exploration.

5.1 Datasets

We used the two datasets: ASSISTments 2012\(^1\) [7] and slepemapy.cz\(^2\) [13]. The statistics of the two datasets are shown in Table 2.

**ASSISTments 2012**: This dataset is gathered from the ASSISTments, which is an online tutor system that simultaneously teaches and assesses students in mathematics. For the dataset, we defined skill_id as the identifier of a skill id. We also removed users with only one interaction. After preprocessing, the dataset includes 5,818,868 interactions of 45,675 users and 266 skills.

**slepemapy.cz**: This dataset is from an online system used for practicing geography. We defined place_asked as the identifier of a skill id. After removing the users with only one interaction, the dataset includes 10,087,305 interactions of 87,952 users and 1,458 skills.

5.2 Experimental setup

We evaluated the knowledge tracing models using five-fold cross validation in which each dataset was split based on students. We extracted 10% of the students from the training set for a validation set that was used to tune hyperparameters and perform early stopping. On each dataset we used area under the curve (AUC) as an evaluation metric, which ranges from 0 (worst) to 1 (best). We reported the average test AUC.

We used an LSTM for both DKT and our model. To examine the effectiveness of incorporating the forgetting features, we used the same embedding technique for the DKT model, which is described in Section 4.2. The performance of DKT with trainable embedding was almost the same as the original DKT model using random embedding (an AUC of 0.7235 for the DKT with trainable embedding was comparable with an AUC of 0.7233 for the original DKT on ASSISTments dataset). We used the DKT with trainable embedding as our baseline. Both the size of the embedding vector and the dimension of the LSTM hidden state were set to 100. We used the Adam algorithm to optimize the models. The mini batch size was set to 100 for ASSISTments 2012 dataset and 30 for slepemapy.cz dataset. We explored the optimal hyperparameters in terms of weight decay in a validation set.

5.3 Performance Prediction

We compared our proposed models with different integration methods against the DKT and the HLR model, which is the regression model considering forgetting. Table 3 shows the results on the ASSISTments and slepemapy.cz datasets. Because the HLR model can predict only the interactions of questions which a student has attempted in the past, we also evaluated on the subset. In our experiments, the regression-based HLR model performed worse than

---

\(^1\)https://sites.google.com/site/assistmentsdata/home/2012-13-school-data-with-affect

\(^2\)https://www.fi.muni.cz/adaptivelearning/?a=data

**Table 2: Statistics of the data.**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#interactions</th>
<th>#users</th>
<th>#items</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASSISTments 2012</td>
<td>5,818,868</td>
<td>45,675</td>
<td>266</td>
</tr>
<tr>
<td>slepemapy.cz</td>
<td>10,087,305</td>
<td>87,952</td>
<td>1,458</td>
</tr>
</tbody>
</table>

---
any of the deep-learning based models. DKT achieved an average test AUC of 0.7235 on the ASSISTments dataset, and an AUC of 0.7871 on the slepemapy.cz dataset. Compared with DKT, our proposed model, which considers the information related to forgetting, performed better \( p < 0.01 \) for both datasets. For reference, the Pelánik model [15], which incorporated a time factor into the PFA model, performed with an AUC of 0.7614 on the slepemapy.cz dataset. Although their experimental condition differs from ours, since they filtered the data to remove items with low counts, our model outperforms their model. We also investigated how the prediction of our model differs depending on both the repeated time gap and the number of past trials of the skill id, which is shown in Fig. 4. As in Fig. 1, we aggregated the interactions that students answered the previous question correctly. Our model reproduced the complex forgetting behavior shown in Fig. 1: as the number of trials increases, the student is less likely to forget.

Among the different integration methods, the combination of concatenation and multiplication (hybrid) achieved the best AUC on both the ASSISTments and slepemapy.cz datasets, with values of 0.7309 and 0.8046, respectively. The multiplication integration achieved the second-best AUC score on ASSISTments dataset while the bi-interaction integration achieved the second-best AUC score on slepemapy.cz. The better result of the multiplication integration method than the concatenate integration method indicates that modifying an interaction vector using the information related to forgetting is better.

### 5.4 Comparative Study: Forgetting Features

We investigated the effectiveness of incorporating the combination of features related to forgetting in the DKT model. Specifically, we used one or more forgetting features for modeling and observed how that affects performance.

Table 4 shows the results of the experiments. During performance comparison, while changing the number of features, we obtained the same trend on both ASSISTments and slepemapy.cz datasets: the more features used for modeling, the better the predictive performance. Adding two features resulted in a better performance than adding one feature with statistical significance \( p = 0.012 \). Adding three features had a better performance than adding two features, though not statistically significant. These results support that considering multiple aspects about forgetting is important for modeling a student’s knowledge.

The effectiveness of incorporating the combination of the features was different in two datasets. For the ASSISTments dataset, the combination of repeated time gap and trial count (RT+TC) was superior to other combinations. For the slepemapy.cz dataset, the combination of sequence time gap and trial count (ST+TC) seemed slightly more effective. As seen from the result of one feature in Table 4, these combinations do not comprise the top two features that had a good performance. This indicates that these features correlate with each other.

### 6 CONCLUSION

In this paper, we focused on considering forgetting behavior in knowledge tracing. We extended the DKT model so that the information related to forgetting can be incorporated into the model. The proposed solution achieved better predictive performance compared with the DKT model on two real-world datasets for knowledge tracing. We also revealed that the combination of several types of information which affect the behavior of forgetting resulted in improved performance.

In future work, we intend to extend this study to model forgetting behavior for each student since the tendency of forgetting differs among students. We also consider to use this model for the knowledge tracing with side information.