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Abstract—Convolutional Neural Networks (CNN) have successfully been utilized for localization using a single monocular image [1]. Most of the work to date has either focused on reducing the dimensionality of data for better learning of parameters during training or on developing different variations of CNN models to improve pose estimation. Many of the best performing works solely consider the content in a single image, while the context from historical images is ignored. In this paper, we propose a combined CNN-LSTM which is capable of incorporating contextual information from historical images to better estimate the current pose. Experimental results achieved using a dataset collected in an indoor office space improved the overall system results to 0.8 m & 2.5° at the third quartile of the cumulative distribution as compared with 1.5 m & 3.0° achieved by PoseNet [1]. Furthermore, we demonstrate how the temporal information exploited by the CNN-LSTM model assists in localizing the robot in situations where image content does not have sufficient features.
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I. INTRODUCTION

Estimating the position and orientation of a robot or a device using an image is a fundamental requirement for various computer vision and robotic applications such as motion estimation [2], pedestrian detection for autonomous cars [3], navigation of mobile robots [4], Simultaneous Localization and Mapping (SLAM) [4], and augmented reality [5]. Traditional approaches rely on identifying distinct image features and extracting local neighborhood descriptors for each feature. Scale Invariant Feature Transform (SIFT) [6] and Oriented FAST and Rotated BRIEF (ORB) [7] have been used to extract representable features from image content which are used for map building and/or localization within a map.

Lately, different flavors of Deep Neural Networks (DNN) have been explored to perform relocalization using camera images. Various Convolutional Neural Networks have been utilized to regress camera position and orientation [8], [1], [9], [10]. These models learn the 2D spatial features from raw camera images to perform localization in a given space. However, most of these models fail to exploit the temporal relationship between current and historical images, which may enable a model to perform better relocalization.

It is common to find very limited distinct patterns in images, particularly in indoor areas such as office buildings and convention centers. Images containing blank walls, repetitive textures and consistent space layouts may not offer sufficient information in a single image for an accurate prediction. Using the context provided by a sequence of previous images may introduce more distinguishable features and help these challenging cases.

In this paper, we propose a model which uses Long Short Term Memory (LSTM) layers to handle a sequence of previous images which provide contextual information for localization. A CNN architecture is used for extracting a vector of features from each single image which is passed through the LSTM layers. The results of the CNN-LSTM model against the ground truth is shown in Figure 1. The contribution of our proposed system are as follows:

i. We propose to use a CNN-LSTM framework (we call it ContextualNet) which exploits spatio-temporal information from a sequence of camera images to estimate the position and orientation of a robot. Unlike other approaches which utilize either traditional feature engineering [6] and/or other feature learning techniques [8], [9], the CNN-LSTM framework becomes effective in situations where there is a lack of features available from a single image.

ii. We investigate the effectiveness of the CNN-LSTM model by comparing it with other state of the art deep learning techniques [8], [10], [9] which rely on the
content of a single image. We evaluate the methods on both datasets logged in an office space as well as publicly available datasets. The overall median errors are reduced to 0.30 m, 1.49° as compared with the PoseNet model proposed in [8], which had median error of 0.94 m, 1.71° for the indoor dataset. We also perform a sensitivity analysis to better understand the relation between image sampling rate and sequence size used in the LSTM layers. Lastly, we test our model’s ability to estimate position and orientation in real-time on a mobile robot navigating an office space.

II. RELATED WORK

The idea of localizing from images is not new and has been extensively studied by researchers in the robotics and computer vision communities. Traditional computer vision techniques to perform localization can be divided into two main categories: keypoint based localization and keyframe based localization. Lately, with the success of CNNs, a wide variety of computer vision based applications have adopted this approach to solve various classification and detection problems. In this section, we review camera relocalization methods using both traditional computer vision techniques and Deep Neural Networks.

A. Keypoint and Keyframe based localization

Keypoint based localization approaches utilize feature points that are extracted from each image frame which are matched with a database of image features. Different methods such as SIFT [6] and ORB [7] are used to extract feature points. Since the database of feature points can be large, these methods require efficient retrieval methods. Shotton et. al. in [11] utilized random forests to regress scene coordinate labels to perform relocalization. The uncertainty of the results achieved from the random forest was further exploited using a probabilistic framework by Valentin et. al. [12]. Klein and Murphy used a keyframe based method where the position and orientation are determined by computing image similarity with a set of keyframe images with known poses [13]. The final pose is calculated using either the weighted average of key poses or the pose of a database image with the highest similarity score.

B. Localization using Deep Neural Network Techniques

Deep Neural Networks have been successfully utilized in various computer vision problems including image classification [14], image segmentation [15], object localization [16] and activity recognition [17]. The layered architecture of CNNs are used to learn features from the image content and is optimized towards a better representation that fulfills specific tasks or reduces reconstruction errors. PoseNet was one of the preliminary models proposed by Kendall et. al., which regresses camera position and orientation from images [8]. An extension of PoseNet was proposed by Kendall et. al., where they used a Bayesian model trained with dropout [1] to determine the model uncertainty. Wu et. al. proposed to use a multitask CNN model which learns the complex coupling between orientation and translation. Their model shared the lower layers of the CNN model and are branched at the higher layers to specifically optimize for orientation and translation [10]. While CNN layers can extract representative features, the aforementioned works only rely on the features in a single image and do not take the contextual information from a sequence of images into consideration.

Our work most closely follows the CNN-LSTM model proposed by Walch et. al., where they utilized CNN layers to extract representative features of an image and further use LSTM layers to model the spatial relationships of the extracted CNN features [9]. The additional LSTM layer integrates structural correlations of features within an image and also reduces the feature dimension before being forwarded to a fully connected layer. Instead of using LSTM layers for modeling structural correlation in an image, we use LSTM layers to integrate the temporal correlations of a sequence of images ordered by time.

Using LSTM layers to aggregate sequential context has been addressed in photo geolocation. Weyand et. al. combines photo albums with an LSTM architecture that aims at exploiting temporal coherence to locate uncertain travel photos in the most likely geographic cells [18]. The integration of temporal coherence improves the performance by 50% over a single-image model, which supports the capability of LSTM in modeling temporal coherence. Instead of locating loosely coupled photos in specific geographic cells, our work is targeted at estimating real-valued positions and orientations of continuous image frames captured by a robot in an indoor/outdoor space and in a real-time setting. The temporal context is expected to offer additional cues in localizing individual image frames as well as reconstructing a route that the robot passed through.

In conclusion, our method differs from the prior methods in the following ways:

i. We develop a CNN-LSTM based model which learns the contextual relationship between images in a sequence. The model learns both the inter and intra image features to better estimate the position and orientation of a camera.

ii. Our proposed model is robust to estimating the position and orientation within images having minimal features. We demonstrate how the contextual information is exploited by the CNN-LSTM model in such a situation.

III. PROPOSED METHODOLOGY

Our system (ContextualNet) consists of a combined CNN-LSTM framework which learns the mapping between image content and the pose of the robot that captures the image. The CNN layers consist of a combination of convolution, max-pooling and dropout layers which are combined hierarchically to generate a DNN model. The CNN layers of ContextualNet extract representative features from each image in a sequence. CNN layers are spatial in nature; hence they are only capable of learning the features present in a single image. In order to learn the temporal relationship between images, we utilize LSTM Layers [19]. LSTMs are
a type of Recurrent Neural Network (RNN) designed to accumulate or forget relevant contextual information in hidden states. Further, LSTMs are a better fit than RNN layers as they are equipped to deal with the problem of vanishing and exploding gradients that can result from propagation of gradients through numerous layers [19]. In addition to the hidden units $h_t$, the LSTMs consist of an input gate $i_t$, forget gate $f_t$, input modulation gate $g_t$, and memory cell $c_t$. The input gate and forget gate provides LSTMs with the ability to learn to selectively pass or forget parts of the current input and previous state, respectively. Similarly, the output gate learns how much of the memory cell to transfer to the hidden state. The additional cells of the LSTMs allow them to learn the complex and long-term temporal dynamics between images [17] (Further details of CNN and LSTMs can be found at [20], [19], [17]).

Various DNN architectures such as AlexNet [21], VGGNet [22] and GoogLeNet [20] can be used to extract representative features from an image. In this paper, we utilized the GoogLeNet architecture for the CNN layers primarily because we wanted to compare the performance of our proposed CNN-LSTM model with other models such as PoseNet [8] and Directional-PoseNet [9]. The feature vectors are then utilized by the LSTM layers to learn the inter image dependencies to estimate the robot pose $(\mathbf{P} = [\mathbf{p}, \mathbf{q}])$. The pose of the robot is represented by the 3D camera position, $\mathbf{p} \in \mathbb{R}^3$, and quaternion, $\mathbf{q} \in \mathbb{R}^4$. The position and quaternion are optimized using an Euclidean Loss function given below:

$$\text{loss}_i = ||\mathbf{\hat{p}}_i - \mathbf{p}_i||_2 + \beta \cdot \frac{||\mathbf{\hat{q}}_i - \frac{\mathbf{q}_i}{||\mathbf{q}_i||_2}||_2}{||\mathbf{q}_i||_2} \quad (1)$$

where, $\mathbf{\hat{p}}_i$ and $\mathbf{\hat{q}}_i$ are the estimated position and quaternion and $\mathbf{p}_i$ and $\mathbf{q}_i$ are the ground truth position and quaternion. The $\beta$ term is used as a weighting factor in the loss function so that the position and orientation error values have a similar magnitude. This ensures that the weights of the model are influenced by both the position and orientation error during optimization. Once defined, the loss function can be optimized using different optimization techniques such as Stochastic Gradient Decent (SGD) [23] and Adaptive movement estimation (Adam) [24], which utilize the pose labels, $\mathbf{P}_i$ (i.e. 3D position, $\mathbf{p}_i$, and quaternion, $\mathbf{q}_i$) for every image $I_i$ in the dataset.

A. ContextualNet Model

Our proposed ContextualNet model consists of 27 CNN layers and 2 LSTM layers. The 27 CNN layers are similar to that of GoogLeNet [20], where the input image size is $224 \times 224 \times 3$. The last fully connected layer is modified to generate a feature vector of size 2048 instead of 1024. This feature vector is used by the first LSTM layer as input. The first LSTM layer contains 512 hidden cells while the second layer contains 50. The second LSTM layer is connected to 2 separate fully connected layers which are used for estimating the robot pose, $\mathbf{P}$. The sequence size of the LSTM layers was set to 3. Furthermore, the LSTM layers are implemented in a many-to-one configuration, so that it takes a sequence of images to infer the pose, $\mathbf{P}$, of the robot at the current timestep. An overview of ContextualNet used in the experiments is shown in Figure 2a.

Furthermore, to better optimize the weights of both the CNN and LSTM layers, we used a multistage training process. In the first stage, the weights of the CNN layers were
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TABLE I: Median position and orientation errors for different datasets

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>King’s College</td>
<td>5600 m$^2$</td>
<td>1.92m, 5.40°</td>
<td>0.99m, 3.65°</td>
<td>1.11m, 1.76°</td>
</tr>
<tr>
<td>Old Hospital</td>
<td>2000 m$^2$</td>
<td>2.31m, 5.38°</td>
<td>1.51m, 4.29°</td>
<td>4.17m, 4.39°</td>
</tr>
<tr>
<td>Shop Facade</td>
<td>875 m$^2$</td>
<td>1.46m, 8.08°</td>
<td>1.18m, 7.44°</td>
<td>0.79m, 6.70°</td>
</tr>
<tr>
<td>St Mary’s Church</td>
<td>4800 m$^2$</td>
<td>2.65m, 8.48°</td>
<td>1.52m, 6.68°</td>
<td>1.85m, 7.20°</td>
</tr>
<tr>
<td>Average All</td>
<td>-</td>
<td>2.08m, 6.83°</td>
<td>1.30m, 5.52°</td>
<td>1.98m, 5.01°</td>
</tr>
<tr>
<td>Chess</td>
<td>6 m$^3$</td>
<td>0.32m, 8.12°</td>
<td>0.24m, 5.77°</td>
<td>0.15m, 6.12°</td>
</tr>
<tr>
<td>Fire</td>
<td>2.5 m$^3$</td>
<td>0.47m, 14.40°</td>
<td>0.34m, 11.90°</td>
<td>0.16m, 10.93°</td>
</tr>
<tr>
<td>Heads</td>
<td>1 m$^3$</td>
<td>0.29m, 12.0°</td>
<td>0.21m, 13.70°</td>
<td>0.25m, 13.2°</td>
</tr>
<tr>
<td>Office</td>
<td>7.5 m$^3$</td>
<td>0.48m, 7.68°</td>
<td>0.30m, 8.08°</td>
<td>0.25m, 7.45°</td>
</tr>
<tr>
<td>Pumpkin</td>
<td>5 m$^3$</td>
<td>0.47m, 8.42°</td>
<td>0.33m, 7.00°</td>
<td>0.26m, 6.62°</td>
</tr>
<tr>
<td>Red Kitchen</td>
<td>18 m$^3$</td>
<td>0.59m, 8.64°</td>
<td>0.37m, 8.83°</td>
<td>0.20m, 6.97°</td>
</tr>
<tr>
<td>Stairs</td>
<td>7.5 m$^3$</td>
<td>0.47m, 13.80°</td>
<td>0.40m, 13.70°</td>
<td>0.17m, 10.83°</td>
</tr>
<tr>
<td>Average All</td>
<td>-</td>
<td>0.44m, 10.43°</td>
<td>0.31m, 9.85°</td>
<td>0.20m, 8.87°</td>
</tr>
</tbody>
</table>

Indoor Dataset 2000 m$^2$ 0.94m, 1.71° 0.30m, 1.49°

optimized and the weights of the LSTM layers were frozen. The weights of the CNN layers were initialized with the weights trained on the Places [25] dataset and were further fine-tuned using our dataset. In the second stage, we only optimized the weights of the LSTM layers and froze the weights of the CNN layers. The weights of the LSTM layers were initialized using a glorot uniform distribution. For both the training stages, we utilized the loss function defined in Equation 1, which was optimized using the Adam algorithm.

IV. DATASETS

We evaluate and compare the performance of our proposed ContextualNet with PoseNet [8] on a dataset collected locally in an office space which spans over 2000 m$^2$. For completeness we also tested the performance of ContextualNet on several indoor and outdoor datasets which are publicly available. For the publicly available datasets, we compared the performance of ContextualNet with both PoseNet and Directional-PoseNet [9] as the results from these models were readily available. Details of each of the datasets are shown in Table I.

A. Indoor Dataset

We collected a large indoor dataset in our office space which consists of typical office furniture, corridors, offices, desks, and chairs (example images shown in Figure 2a). The RGB images were captured using a Microsoft Kinect V2 sensor$^1$ which was mounted on a magni robot frame$^2$. The robot (shown in Figure 2b) was also equipped with a laser range finder which was used for ground truth pose estimation using the hector mapping [26] package of the Robot Operating System (ROS) [27]. The RGB images and the ground truth from hector mapping were logged at a sampling rate of 25 Hz. Two different datasets for training and testing the ContextualNet model were collected which consist of around 14000 images each. The resolution of each image was 960 × 540 pixels.

B. Public Datasets

We also used the Cambridge outdoor dataset [8] and 7Scenes [11] small-scale indoor dataset to compare the performance of ContextualNet with the accuracy achieved by PoseNet and Directional-PoseNet.

The images for the Cambridge outdoor dataset are captured using a Google LG Nexus 5 smartphone. Labels for the data set were generated using Structure from Motion (SfM) [28]. The dataset consists of urban clutter in the form of pedestrians and vehicles present while the data was collected. Further details of the dataset can be found in [8]. The sampling rate of the captured images were downscaled to 2Hz due to the processing time taken by SfM to generate the ground truth.

On the contrary, the 7scene dataset consists of RGB-D data captured in an indoor space. The image resolution was 640 × 480 and contained significant ambiguities in terms of motion blur, flat surfaces and varied lighting conditions. For our experiments, we only utilized RGB images. This dataset was collected in a smaller area as compared with the Cambridge outdoor dataset.

V. EXPERIMENTAL RESULTS

In all our experiments, the weights of both the CNN and LSTM layers were initialized as described in Section III-A. The images are downsampled and center-cropped to 224 × 224 × 3 pixels, which is the input to the model. A mean image is computed from the training data and is subtracted from all images used during training and testing. The models were trained using the Tensorflow libraries [29] on NVIDIA titan X GPUs. The batches of image sequences were randomized for faster convergence. For the public dataset, we compared the performance of our model with

---

2http://ubiquityrobotics.com/magni.html
PoseNet, which is a CNN based model [8], and Directional-PoseNet [9], where the LSTM layer is used to capture the spatial structure of features in an image. In order to find the best hyperparameters for all the models, we used a grid search based approach. The hyperparameters described in [8] [9] were used as baseline parameters for grid search to find the best hyperparameters. Further, the model was trained using multi-stage training process as described in Section III-A.

A. Indoor Dataset

The hyper parameters used for training the indoor dataset were batch size = 64, regularization $\lambda = 10^{-4}$, learning rate = 0.0001, decay factor = $10^{-7}$, and image sequence length = 3. The parameters used for the Adam [24] optimizer were kept as $\epsilon = 10^{-8}$, $\beta_1 = 0.9$, and $\beta_2 = 0.999$. The $\beta$ value used for weighting the quaternion in the loss function was set to 250. The median error reported by the ContextualNet model was 0.30 m for position and 1.49° for orientation, whereas the PoseNet model had an error of 0.94 m and 1.71°. Furthermore, the errors for both the position and orientation for the third quartile of the cumulative distribution function [30] were less then 0.8 m and 2.5° for ContextualNet compared with the PoseNet model, which was 1.5 m and 3° respectively. The comparison of the cumulative error for both position and orientation along the trajectory is shown in Figure 3.

B. Public Dataset

The hyperparameters used for training both the Cambridge and 7scene datasets were batch size = 64, regularization $\lambda = 10^{-4}$, learning rate = 0.0001, decay factor = $10^{-8}$ and the image sequence length was set to 3. Parameters for Adam were kept the same as those used for training the indoor dataset. The $\beta$ value was set to 250 for both datasets.

For all the Cambridge datasets, the median error for both the position and orientation of our model were better then PoseNet. Our model did not perform as well compared with the Directional-PoseNet, especially for the position for three out of the four datasets, but gave minor improvement for orientation for two datasets (refer to Table I). The minor or no improvement in the position and orientation can be explained by two specific reasons. Firstly, the data was collected at 2 Hz, which potentially leads to less information between consecutive images which further dampens the results of ContextualNet. To further test our hypothesis, we performed an experiment on the Old Hospital dataset and trained the model using a sequence size of 7. The longer sequence size gave more contextual information to the model which resulted in a median error of 2.58 m for position and 4.47° for orientation. Lastly, by visualizing the training and testing images, we observed that the sequence of images used in the testing data does not have the same inter-image correlation as that of the training data.

For the indoor 7scene dataset, our model performed better than both PoseNet and Directional-PoseNet. The average error for all the datasets with our model for position and orientation was 0.25 m and 8.87°, respectively, whereas the same for Directional-PoseNet was 0.31 m and 9.85°. A similar trend was observed when comparing the results of our model with PoseNet. Details on median accuracy using all three models for each dataset are listed in Table I.
was in the range of 50 Hz. The maximum estimation speed that can be achieved over WiFi and running the prediction on the TitanX GPU for pose estimation. By streaming the downsampled images, we could avoid the computational overhead, which is inherent for tracking applications due to the lower sampling rate. This leads to inferior performance of the robot, specifically for estimating the pose using the CPU on the robot was 1 Hz, while the image sampling rate was kept at 25 and 8 Hz. The median error for estimated position for all the combinations is listed in Table II. The analysis suggests that with higher frequency, a larger sequence size should be selected for the LSTM layer. On the contrary, when the sampling rate is reduced from 25 Hz to 8 Hz, smaller sequences are sufficient for the LSTM to get a better estimation. The results provided by the sensitivity analysis are in line with our hypothesis that when the sampling rate is high, the difference between consecutive images will be low and hence a larger sequence size is required for the LSTM to exploit the contextual data and vice versa.

### C. Sensitivity Analysis

The image sequence size is an influential factor for sequence-based localization because it determines how many previous images are integrated in the prior context. However, the best recommended size may be affected by the image sampling rate. For a higher sampling rate, the image content will change more slowly, so a short sequence of images may not provide much additional information. For a lower sampling rate, the change between images will be faster, which leads to a different optimal sequence size.

In order to better understand the correlation between the image sampling rate and the image sequence size used in our model, we performed a sensitivity analysis on the indoor dataset. We trained and tested ContextualNet with different image sequence sizes used in the LSTM layers (seq. size = 3, 5, 8, 12), while the image sampling rate was kept at 25 and 8 Hz. The median error for estimated position for all the combinations is listed in Table II. The analysis suggests that with higher frequency, a larger sequence size should be selected for the LSTM layer. On the contrary, when the sampling rate is reduced from 25 Hz to 8 Hz, smaller sequences are sufficient for the LSTM to get a better estimation. The results provided by the sensitivity analysis are in line with our hypothesis that when the sampling rate is high, the difference between consecutive images will be low and hence a larger sequence size is required for the LSTM to exploit the contextual data and vice versa.

### D. Real-time Testing

Our model consists of 29 layers in total. The first 27 consist of various Convolutional, Maxpooling and dropout layers, while the remaining 2 are LSTM layers. The total model size is approximately 48 MB, which contains weights for all the layers. Using this configuration, the maximum rate for estimating the pose using the CPU on the robot was 1.1 Hz. This leads to inferior performance of the robot, specifically for tracking applications due to the lower sampling rate for pose estimation. By streaming the downsampled images over WiFi and running the prediction on the TitanX GPU server, the maximum estimation speed that can be achieved was in the range of 50–55 Hz. Hence, performing estimation on the GPU server allowed the estimation sampling rate to match the data capture sampling rate of the kinect sensor (25 Hz in our case) which in-turn lead to a smoother trajectory estimation of the robot.

### VI. DISCUSSION & CONCLUSION

The results presented in Section V illustrate how our model exploits features between consecutive images by utilizing a sequence of images as the model input to estimate the position and orientation. Exploring contextual information of earlier images in a sequence becomes especially important when there are not many distinct features in the current image that can be used by the model for estimation. To explain this better, we used a sequence containing 3 images (shown in Figure 4), in ContextualNet and only a single image (shown in Figure 4c), in PoseNet. The position error for ContextualNet was 2.78 m, whereas the same for PoseNet was 17.09 m. The large error in PoseNet can primarily be accounted for by the fact that there were minimal features available in the image for PoseNet’s pose estimation. This is further visible through the normalized visual saliency features extracted at the deepest layer of the CNN model, as shown in Figure 4d-4f. The number of representative features in the first two images, 4d and 4e, are minor, containing only a small object on the wall, while the third image, 4f, has no features. The higher then expected error in ContextualNet can also be explained by the lack of informative features in the entire image sequence. This can be improved (as is evident in the sensitivity analysis) by utilizing a larger sequence size in the LSTM layers, as it will capture more contextual information from the longer historical image sequence.

In this paper, we present a CNN-LSTM framework used for robot localization. Our model combines CNN-LSTM layers which exploits spatio-temporal features from image sequences to estimate the current position and orientation of the robot. Furthermore, we demonstrate how historical image features are utilized in situations where the current image does not have many representative features. We also performed a sensitivity analysis to understand the co-relation between the sampling rate and sequence size used in the LSTM layer. Our analysis suggests that for a higher sampling rate, a larger sequence size should be used in the LSTM layer.
so that the contextual relationship in the images can better be exploited by the model.

VII. Future Work

We plan to extend this work in three different areas. Firstly, we would experiment with depth data along with RGB images to estimate the pose of the robot. Depth data contains more information related to the features present in the surrounding environment which can be useful for further optimization of the model. Secondly, to quantitatively compare the performance of the ContextualNet model with the BranchNet model, proposed by Wu et al. [10], and the Directional-PoseNet model, proposed by Walch et al. [9]. We plan to replicate their proposed models and data sampling techniques and test them using the indoor dataset. Lastly, we plan to release the indoor dataset to the research community.
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