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Abstract

In multi-participant postings, as in online chat conversations, several conversations or topic threads may take place concurrently. This leads to difficulties for readers reviewing the postings in not only following discussions but also in quickly identifying their essence. A two-step process, disentanglement of interleaved posts followed by summarization of each thread, addresses the issue, but disentanglement errors are propagated to the summarization step, degrading the overall performance. To address this, we propose an end-to-end trainable encoder-decoder network for summarizing interleaved posts. The interleaved posts are encoded hierarchically, i.e., word-to-word (words in a post) followed by post-to-post (posts in a channel). The decoder also generates summaries hierarchically, thread-to-thread (generate thread representations) followed by word-to-word (i.e., generate summary words). Additionally, we propose a hierarchical attention mechanism for interleaved text. Overall, our end-to-end trainable hierarchical framework enhances performance over a sequence to sequence framework by 8\% on a synthetic interleaved texts dataset.

1 Introduction

Interleaved texts are becoming more common with new ways of working and new forms of communication, e.g., multi-author entries for activity reports, meeting minutes and social media conversations, such as Slack. Quickly getting a sense of or following the content of different threads in interleaved texts, where posts belonging to different threads occur in one sequence, is often difficult. An example of two threads with multiple posts interleaved to form a sequence is:

\begin{align*}
\text{Post1-Thread1} & \rightarrow \text{Post1-Thread2} \rightarrow \\
\text{Post2-Thread1} & \rightarrow \text{Post3-Thread1} \\
\text{Post2-Thread2} & \rightarrow \text{Post3-Thread2}
\end{align*}

This intermingling leads to difficulties in not only following discussions but also in retrieving their essence. In conversation disentanglement, interleaved posts are grouped by the thread; e.g., the previous example could be rearranged as:

\begin{align*}
\text{Post1-Thread1} & \rightarrow \text{Post2-Thread1} \rightarrow \\
\text{Post3-Thread1} & \\
\text{Post1-Thread2} & \rightarrow \text{Post2-Thread2} \rightarrow \\
\text{Post3-Thread2}
\end{align*}

In analyzing interleaved texts, Shang et al. (2018) went a step further and proposed summarization of the interleaved texts. They designed an unsupervised two-step system and evaluated the system on meeting texts. In the first step, a conversation disentanglement component disentangles the texts thread-wise. Then, in the second step, a multi-sentence compression component compresses the thread-wise posts to single sentence summaries. However, this system has a major disadvantage, in that the disentanglement obtained through either supervised (Jiang et al., 2018) or unsupervised (Wang and Oard, 2009) methods propagate its errors to the downstream summarization task, and thus, degrades the overall performance.

We aim to tackle this issue of error propagation through an end-to-end trainable encoder-decoder system that takes a variable length input, e.g., interleaved texts, processes it and generates a variable length output, e.g., a multi-sentence summary; see Figure 1 for an illustration. An end-to-end system eliminates the disentanglement component, and thus, the error propagation.

The encoder first performs word-to-word encoding to embed each post, followed by post-to-post encoding to embed the overall content of the posts and represent the discourse structure of the interleaved texts. The decoder has a thread-to-thread decoder to generate a representation for
Figure 1: 7 interleaved posts are implicitly disentangled into 3 threads, and single sentence summaries are generated for each thread. Posts are outlined with colors corresponding the color of each summary.

each thread, and the thread representation is given to a word-to-word decoder to generate a summary sentence. We also propose to use hierarchical attention similar to Nallapati et al. (2017), but instead of computing sentence-level attention at every word, attentions are only computed when decoding new sentences. Further, the attention networks are trained end-to-end.

Despite the availability of a multitude of real-world interleaved texts, a major challenge to train encoder-decoder models is the lack of labels (summaries). As labeling is difficult and expensive (Barker et al., 2016; Aker et al., 2016; Verberne et al., 2018), we synthesize a corpus by mixing texts and associated summaries from a corpus of documents, where the mixed text has a structure reflective of a multi-party conversation with interleaved threads and the summary highlights the information in the threads. We find abstracts and titles of randomized controlled trial (RCT) articles, a PubMed corpus, fit for the purpose.

To summarize, our contributions are threefold:

- We propose to combine a hierarchical encoder and decoder to obtain multi-sentence summaries of interleaved texts.
- We propose a novel hierarchical attention mechanism that is integrated with the hierarchical encoder-decoder architecture and which equips the decoder to disentangle the interleaving further.
- We use a synthetic dataset to verify the ideas and show our end-to-end trainable architecture addresses not only the issue of error-propagation observed in competitive methods but also improves the performance.

2 Related Work

Quite often multi-party conversations, e.g. news comments, social media conversation and activity report, have tens of posts discussing several different matters pertaining to a subject. Ma et al. (2012); Aker et al. (2016); Shang et al. (2018) designed methodologies to summarize posts in order to provide an overview on the discussed matters. They broadly follow the same approach: cluster the posts and then extract a summary from each cluster.

There are two kinds of summarization: abstractive and extractive. In abstractive summarization, the model utilizes a corpus level vocabulary and generates novel sentences as the summary, while extractive models extract or rearrange the source words as the summary. Abstractive models based on neural sequence-to-sequence (seq2seq) (Rush et al., 2015) proved to generate summaries with higher ROUGE scores than the feature-based abstractive models. Integration of attention into seq2seq (Bahdanau et al., 2014) led to further advancement of abstractive summarization (Nallapati et al., 2016; Chopra et al., 2016).

There are many possible patterns of organization of the information in texts, e.g., chronological pattern. News articles have an inverted pyramid pattern, i.e., core information in the lead sentences and the extra information in later sentences. A seq2seq model is appropriate for summarization of a news article as it encodes and decodes sequentially. However, in interleaved texts, related information maybe separated; thus a seq2seq model may be competent but not sufficient.

Li et al. (2015) proposed an encoder-decoder (auto-encoder) model that utilizes a hierarchy of networks: word-to-word followed by sentence-to-sentence. Their model is better at capturing the underlying structure than a vanilla sequential encoder-decoder model (seq2seq). Krause et al. (2017); Jing et al. (2018) showed multi-sentence captioning of an image through a decoder based on a hierarchical Recurrent Neural Network (RNN),
topic-to-topic followed by word-to-word, is better than seq2seq.

These works suggest a hierarchical encoder, with word-to-word encoding followed by post-to-post, will better recognize the dispersed information in interleaved texts. Similarly, a hierarchical decoder, thread-to-thread followed by word-to-word, will intrinsically disentangle the posts, and therefore, generate more appropriate summaries.

Nallapati et al. (2016) devised a hierarchical attention mechanism for a seq2seq model, where two levels of attention distributions over the source, i.e., sentence and word, are computed at every step of the word decoding. Based on the sentence attentions, the word attentions are rescaled. Hsu et al. (2018) slightly simplified this mechanism and computed the sentence attention only at the first step. Our hierarchical attention is more intuitive and computes new sentence attentions for every new summary sentence, and unlike Hsu et al. (2018), is trained end-to-end.

3 Model

Problem Statement

We aim to design a system that when given a sequence of posts, \( C = \langle P_1, \ldots, P_{|C|} \rangle \), produces a sequence of summaries, \( T = \langle S_1, \ldots, S_{|T|} \rangle \). For simplicity and clarity, unless otherwise noted, we will use lowercase italics for variables, uppercase italics for sequences, lowercase bold for vectors and uppercase bold for matrices.

Figure 2 illustrates the proposed hierarchical encoder-decoder framework. In the framework, first, a low-level, word-to-word encoder converts a sequence of words in a post, \( P_j \), to a sequence of representations, \( H_j = \langle h_{j0}, \ldots, h_{j|P_j|} \rangle \). Subsequently, a top-level, post-to-post encoder converts those representations, \( \langle H_0, \ldots, H_{|C|} \rangle \), to a sequence of top-level post representations \( \langle m_1, \ldots, m_{|C|} \rangle \). These encoded representations are then passed to the decoder, which utilizes a top-level, thread-to-thread, decoder to disentangle them into a sequence of thread representations \( \langle s_1, \ldots, s_{|T|} \rangle \). Finally, a low-level, word-to-word, decoder takes a thread representation \( s_t \), and generates a sequence of summary words \( \langle w_{t1}, \ldots, w_{t|S_t|} \rangle \).

The maximum number of posts in a sequence of interleaved texts is denoted by \( n \) and threads by \( m \). We limit the number of words in posts and summaries to fixed lengths by either truncating or padding, and denote them by \( p \) and \( q \) respectively. The hidden states of the encoder and decoder have dimensionality \( l \).

3.1 Encoder

The hierarchical encoder used in Figure 2 is based on Nallapati et al. (2017), where word-to-word and post-to-post encoders are bi-directional LSTMs. We refer to Nallapati et al. (2017) for further details.

3.2 Decoder

Two major decoding approaches have been utilized in multi-sentence image captioning. Jing et al. (2018) and Krause et al. (2017) use a top-level RNN, such as thread-to-thread in our case, that takes an image representation and computes topic representations, and a low-level RNN, such as word-to-word in our case, that takes those topic representations and generates sentences corresponding to them. However, a major issue with their systems is the repetition of some of the sentences in a multi-sentence caption. To address this issue, Xue et al. (2018) proposed a top-level network instead of an RNN, that at each step not only takes an image but also an encoded representation of the previously generated caption sentence and then computes a topic representation. In summary, Jing et al. (2018) and Krause et al. (2017) use a top-level decoder which keeps track of its regions to generate a new topics, while Xue et al. (2018) uses a top-level decoder which takes feedback from the low-level decoder to generate a new topic.

We implement and experiment with both types of decodings, but apply it to text input. We refer to the former as threadLSTM and latter as feedbackLSTM. For details, refer to Jing et al. (2018); Krause et al. (2017); Xue et al. (2018). As our input is interleaved texts rather than images, there are a few fundamental changes in the decoders that will be described below.

3.2.1 threadLSTM

As discussed, the threadLSTM is hierarchical, in which the top level is a thread-to-thread decoder \( (D_{t2t}) \) and the low level is a word-to-word decoder \( (D_{w2w}) \) (see the right side in Figure 2).

A thread-to-thread decoder is a unidirectional LSTM \( (f^{D_{t2t}}) \) with its initial state \( h_0^{D_{t2t}} \) set with the feedforward-mapped conversation vector \( c' \). The input to the single layer feedforward is the
last state of the post-to-post encoder. At any step $i$ of the decoder, a sequence of attention weights, $\langle \beta_0, \ldots, \beta_n \rangle$, corresponding to the post representations, $\langle m_0, \ldots, m_n \rangle$, are computed utilizing the previous state, $h_{D_{t-1}}^{D_{w2t}}$:

$$e_{ij} = \text{top_attn}(h_{D_{t-1}}^{D_{w2t}}, m_j)$$  \hspace{1cm} (1)

$$\beta_{ij} = \sigma(e_{ij})$$  \hspace{1cm} (2)

where top_attn is a single layer feedforward that aligns the previous state $h_{D_{t-1}}^{D_{w2t}}$ to a post representation $m_j$ and a sigmoid over the resulting value computes an attention weight $\beta_{ij}$. The left-hand side in Figure 3 depicts the process.

Additionally, the current state $h_i^{D_{w2t}}$ is passed through another single layer feedforward network $k$ followed by tanh activation to compute the threads representation $s_i = \tanh(k(h_i^{D_{w2t}}))$

Given a thread representation $s_i$, the word-to-word decoder generates a summary for the thread. Our word-to-word decoder is based on Bahdanau et al. (2014). It is a unidirectional attentional LSTM ($f^{D_{w2w}}$); see the right-hand side of Figure 2. We refer to Bahdanau et al. (2014) for further details.

3.2.2 feedbackLSTM

The Xue et al. (2018) top-level decoder has a separate LSTM that runs over the words of the previously generated sentence in order to obtain a feedback signal for a newer topic; however, the same feedback signal could also be attained by utilizing the last hidden state of the low-level decoder that generated the previous sentence. This removes the overhead of running an extra LSTM, and therefore, speeds up the training. Thus, we use the last hidden state $h_{D_{w2w}}^{D_{w2w}}$ of unidirectional word-to-word ran on the previously generated summary to compute a thread representation, $s_i$. Overall, converting a threadLSTM to a feedbackLSTM requires removal of the thread-to-thread decoder and replacing Eq. 1 with Eq. 4.

$$e_{ij} = \text{top_attn}(u(h_{D_{w2w}}^{D_{w2w}}, m_j))$$  \hspace{1cm} (4)

where, $u$ is a single layer feed-forward network. Since there is no thread-to-thread decoder, the top-level attentions, $\beta_i$, is computed using Eq. 4 and consequently the weighted average is passed through a feed-forward network to compute a thread representation $s_i = \tanh(k(\frac{1}{n} \sum_{j=1}^n \beta_{ij} m_j))$

The word-to-word decoder remains the same as the word-to-word decoder of Section 3.2.1. Decoding of summaries stops when the summary
contains only the dummy \( \langle \text{END} \rangle \) (End Of Summary).

### 3.3 Hierarchical Attention

Our novel dynamic hierarchical attention is applicable to hierarchical decoding and is indifferent to encoding methodologies. The attention mechanism reutilizes the higher level attentions, \( \beta \), that are computed while obtaining a thread representation, \( s \), and scales the lower level attentions, \( \alpha \), that are computed while generating a word, \( y \), of a summary, \( S \); see Figure 4.

![Figure 4: Hierarchical attention mechanism for a hierarchical encoder.](image)

In case of a hierarchical encoder, attention weights, \( \alpha_j \), computed while decoding a word, \( y_j \), utilize the post-level attentions, \( \beta \). Thus, the new word level attention weights, \( \hat{\alpha}_j \), are computed as below:

\[
\hat{\alpha}_{jk} = \frac{\beta_{lk} \times \exp(e_{jk})}{\sum_{t=1}^{n_p} \beta_{lt} \times \exp(e_{lt})}
\]  

\[
e_{jk} = \text{attn}(h^{D_{w2w}}_{j-1}, C_{lk})
\]

where \( e_{jk} \) is computed as in Eq. 6. \( C \) in Eq. 6 is a word-to-word encoder representation matrix of dimension \( n \times p \times 2l \), and attn is a feedforward network that aligns the current word decoder state \( h^{D_{w2w}}_{j-1} \) with all \( n \times p \) representation vectors in \( C \).

In case of a sequential encoder, there is only one encoder, i.e., a word-to-word encoder, and the resulting word representation matrix, \( C \), has a dimension of \( n \times p \times 2l \). In Eq. 1, the decoder state is aligned to a word representation, \( w \), instead of a thread representation, and therefore, the resulting higher level attentions, \( \beta \), is of size \( n \times p \). The hierarchical attention uses these high-level word attentions, \( \beta \), for rescaling a low level attention:

\[
\hat{\alpha}_{jk} = \frac{\beta_{lk} \times \exp(e_{jk})}{\sum_{k=1}^{n_p} \beta_{lk} \times \exp(e_{jk})}
\]

### 3.4 Training Objective

We train our hierarchical encoder-decoder network similarly to an attentive seq2seq model (Bahdanau et al., 2014). Given a summary, \( Y_i = \langle w_{i0}, \ldots, w_{iq} \rangle \), our word-to-word decoder generates a target \( Y = \langle y_0, \ldots, y_q \rangle \), with words from a same vocabulary \( U \). We train our model end-to-end by minimizing the objective given in Eq. 8.

\[
\frac{1}{(n \times q)} \sum_{i=1}^{n} \sum_{j=1}^{q} \log p_{\theta}(y_{ij} | w_{i < j}, C)
\]  

### 4 Dataset

Obtaining labeled training data for conversation summarization is challenging. The available ones are either extractive (Verberne et al., 2018) or too small (Barker et al., 2016; Anguera et al., 2012) to train a neural model. To get around this issue and verify the proposed architecture, we synthesized a dataset by utilizing a corpus of conventional texts for which summaries are available. The PubMed corpus contains a type of article, i.e., randomized controlled trials (RCT), where sentences in the abstract are structured into sections and the title of the article summarizes the information from these sections (Dernoncourt and Lee, 2017). Thus, a random interleaving of sentences from a few abstracts roughly resembles interleaved texts, and correspondingly interleaving of titles resembles its multi-sentence summary. We devised an algorithm for creating the synthetic interleaved texts; see Algorithm 1.

In Algorithm 1, INTERLEAVE takes a set of concatenated abstracts and titles, \( C = \langle A_1; T_1, \ldots, A_{|C|}; T_{|C|} \rangle \), minimum, \( a \), and maximum, \( b \), number of abstracts to interleave, and minimum, \( m \), and maximum, \( n \), number of sentences in an abstract, and then returns a set of concatenated interleaved texts and summaries. WINDOW takes a sequence of texts, \( X \), and returns another sequence of texts, \( Y \), of size \( \lfloor \log_{\text{window size}} (|X| - \text{window size}) \rfloor + 1 \), where \( w \) and \( t \) are window size and sliding step respectively. \text{window} reuses elements of \( X \), and therefore, enlarges the corpus size. Notations \( U \) refers to a uniform sampling, \( [\cdot] \) to array indexing, ADD to adding of elements and \( ; \) to concatenating.
The purpose of this study was to conduct a short-term, randomized controlled trial to evaluate the effectiveness of media literacy education for elementary school substance use prevention program developed on the basis of the message…

The primary purpose of this study was to conduct a randomized effectiveness trial of multisystemic therapy for child abuse and neglect…

The purpose of this study was to conduct a short-term, randomized, controlled trial to evaluate the effectiveness of media literacy education for elementary school substance use prevention : study of media detective…

Eighty-six families being followed by child protective services due to physical abuse were randomly assigned to mst-can,…

Elementary schools were randomly assigned to conditions to either receive the media detective program ( n=344),…

This study describes the development and testing of a multicomponent media campaign aimed at increasing discussions of alcohol…

We initialized all weights, including word embeddings, with a random normal distribution with mean 0 and standard deviation 0.1. The embedding vectors are of dimension 100. The vocabulary size is limited to 8000. All hidden states of the encoder and decoder in the models are set to dimension 200. We pad short sequences of alcohol. . .

The number of steps in the source is limited to 650 and the target to 75. For the word-to-word encoder, the steps are limited to 30, while the steps in the word-to-word decoder are limited to 15. The steps in the post-to-post encoder and thread-to-thread decoder depend on the corpus type, e.g., Medium has 15 steps in post-to-post and 3 steps in thread-to-thread. Train, test and validation have approximately 290k, 6k and 1.5k instances, respectively.

We reimplemented the Bahdanau et al. (2014) seq2seq model, and evaluated it on a standard task of news summarization. We use a popular, CNN/DailyMail, dataset (Napoles et al., 2012), with ≈300k training examples for the purpose. We fetched the test set from See et al. (2017) and report the results on it. The results are compared with the seq2seq methods of Nallapati et al.
As our aim for this experiment is to demonstrate the strength of the reimplementaiton, we set the parameters to produce comparable results in less computation time (2 days compared to others weeks). Table 2 compares performances, and the results indicate that our unenhanced implementation is competitive to the latter enhanced models.

Table 2: Rouge F1 on the standard task of Abstractive News Summarization (CNN/DailyMail). "Ours" is a reimplementation of Bahdanau et al. (2014).

<table>
<thead>
<tr>
<th>Model</th>
<th>Rouge-1</th>
<th>Rouge-2</th>
<th>Rouge-L</th>
</tr>
</thead>
<tbody>
<tr>
<td>seq2seq (Nallapati et al.)</td>
<td>32.49</td>
<td>11.84</td>
<td>29.47</td>
</tr>
<tr>
<td>seq2seq (See et. al.)</td>
<td>31.33</td>
<td>11.81</td>
<td>28.83</td>
</tr>
<tr>
<td>seq2seq (Ours)</td>
<td>29.58</td>
<td>09.36</td>
<td>20.21</td>
</tr>
</tbody>
</table>

We then take the implemented seq2seq model and train and test it on the Easy corpus. We also ran Shang et al. (2018)'s two-step system on the test set of the Easy corpus. As the Shang et al. (2018) system is unsupervised, it doesn’t need training. Additionally, we also utilized Shang et al. (2018)'s clustering component to first cluster the interleaved texts of the corpus, and then the disentangled corpus is used to train the seq2seq model. We refer to the latter as cluster→seq2seq. The performance comparison of Shang et al. (2018) and the two seq2seq models are shown in Table 3. Clearly, seq2seq performs better than Shang et al. (2018), the reason being a seq2seq model trained on a sufficiently large dataset is better at summarization than the unsupervised sentence compression method. The lower performance of cluster→seq2seq in comparison to seq2seq shows not only that a disentanglement component is unnecessary but also illustrates the error propagation of disentanglement to summarization.

Table 3: Rouge F1-Scores for seq2seq models on the Easy Corpus.

<table>
<thead>
<tr>
<th>Model</th>
<th>Rouge-1</th>
<th>Rouge-2</th>
<th>Rouge-L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shang et al. (2018)</td>
<td>30.37</td>
<td>10.77</td>
<td>20.04</td>
</tr>
<tr>
<td>seq2seq</td>
<td>44.38</td>
<td>19.47</td>
<td>35.20</td>
</tr>
<tr>
<td>cluster→seq2seq</td>
<td>42.93</td>
<td>18.76</td>
<td>30.68</td>
</tr>
</tbody>
</table>

6 Seq2seq vs. hier2hier models

We then compare the three proposed hierarchical approaches against the seq-to-seq approach in summarizing the interleaved texts by experimenting on the Medium and Hard corpora. Table 4 shows the experimental results; clearly, an increase in the complexity of interleaving reduces the performances throughout the models, especially in Rouge-2 and Rouge-L by ≈ 0.5 points. Further, Table 4 also shows the change in performance with the change of encoder-decoder components starting from seq2seq. Evidently, a change of encoder from sequentially to hierarchically gives only a minor improvement, but the enhancement in the speed of training (≈ 2× with a Tesla V100 GPU) with this change is very essential, as often a sequential RNN model takes a week to converge. A noticeable improvement is observed on changing the decoder to hierarchical, i.e., ≈ 2 Rouge points. However, the difference in performance with the type of hierarchical decoding, i.e., threadLSTM or feedbackLSTM, is minor.

Table 4: Rouge F1-Scores of models on the Medium and Hard Corpus. hier2hier_tLSTM refers to hierarchical decoding using threadLSTM. hier2hier_fLSTM refers to hierarchical decoding using feedbackLSTM.

<table>
<thead>
<tr>
<th>Model</th>
<th>Medium Corpus</th>
<th>Hard Corpus</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rouge-1</td>
<td>Rouge-2</td>
</tr>
<tr>
<td>seq2seq</td>
<td>38.78</td>
<td>16.47</td>
</tr>
<tr>
<td>hier2seq</td>
<td>39.42</td>
<td>16.18</td>
</tr>
<tr>
<td>hier2hier_tLSTM</td>
<td>41.33</td>
<td>17.10</td>
</tr>
<tr>
<td>hier2hier_fLSTM</td>
<td>40.83</td>
<td>17.29</td>
</tr>
</tbody>
</table>

7 Hierarchical attention: with vs without

To understand the impact of hierarchical attention on the hierarchical decoders, we perform an ablation study of post-level attentions (β), and use the Hard corpus for the experiments. The contribution of the post-level attentions in a hierarchical decoder is two-fold: computing the thread representation and re scaling the word-level attentions. In this ablation study, we assign 1 to β values, and thereby, changing the input of \( D_{2t} \) to \( \frac{1}{n} \sum_{j=1}^{n} \hat{m}_j \), and also word attention from \( \hat{\alpha} \) (Eq. 5 or Eq. 7) to default Bahdanau et al. (2014)’s α. In feedbackLSTM, the ablation changes remain the same.
Table 5: Rouge F1-Score of models on the Hard Corpus. tLSTM refers to threadLSTM, fLSTM to feedbackLSTM and HAttn to hierarchical attention. Under Sequential Encoder, *LSTM refers to seq2hier LSTM. Under Hierarchical Encoder, *LSTM refers to hier2hier *LSTM.

<table>
<thead>
<tr>
<th>Model</th>
<th>HAttn</th>
<th>Rouge-1</th>
<th>Rouge-2</th>
<th>Rouge-L</th>
</tr>
</thead>
<tbody>
<tr>
<td>tLSTM</td>
<td>No</td>
<td>39.67</td>
<td>15.32</td>
<td>29.00</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>40.83</td>
<td>15.98</td>
<td>29.81</td>
</tr>
<tr>
<td>fLSTM</td>
<td>No</td>
<td>39.11</td>
<td>15.11</td>
<td>29.12</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>40.11</td>
<td>15.59</td>
<td>29.80</td>
</tr>
</tbody>
</table>

Table 6 shows the performance comparison. Clearly, models with hierarchical attention have better performance than ones without. Moreover, the enhancement in case of the hierarchical encoders is higher than the sequential ones as it integrates more appropriately to the hierarchical arrangement of encoder information.

8 Discussion

Occurrence of interleaved texts is common; however, readers often don’t have the patience to wade through them. Surveys have shown that summarized contents are easy to consume, and thus, many organizations have begun displaying extractive summaries, content visualization or the combination alongside the interleaved texts.2 However, while an extractive system selects topic-wise high ranking posts, it may fail to capture the entire argument corresponding to them. Instead, we propose an end-to-end abstractive system which not only evades error propagation but also hyper-parameters tuning like thread size.

Table 6 shows an output of our hierarchical abstractive system, in which interleaved texts and generated multi-sentence summaries are in the top and bottom respectively. Table 6 also shows the top two indexes of the interleaved sentences that the post-level attention (β) attends while generating those summaries. The system not only manages to disentangle the interleaved texts but also to generate appropriate abstractive summaries. Meanwhile, β also provides explainability of the output.

As interleaving in the table includes abstracts from the same category, e.g. Physical Activities, the interleaving is complex and approximates the real-world conversations. Despite that, the end-to-end hierarchical system tackles the task to a large extent. The next, future stage in this research is transfer learning of the hierarchical system to a real world system.

9 Conclusion

We presented an end-to-end trainable hierarchical encoder-decoder architecture which implicitly disentangles interleaved texts and generates a multi-
sentence abstractive summary covering the text threads. Furthermore, the architecture addresses the error propagation issue that occurs in the two-step architectures. Our proposed novel hierarchical attention further boosts both disentanglement and summary generation.
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