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Abstract
We present a remote assistance system that enables a remotely located expert to provide guidance using hand gestures to a customer who performs a physical task in a different location. The system is built on top of a web-based real-time media communication framework which allows the customer to use a commodity smartphone to send a live video feed to the expert, from which the expert can see the view of the customer’s workspace and can show his/her hand gestures over the video in real-time. The expert’s hand gesture is captured with a hand tracking device and visualized with a rigged 3D hand model on the live video feed. The system can be accessed via a web browser, and it does not require any app software to be installed on the customer’s device. Our system supports various types of devices including smartphone, tablet, desktop PC, and smart glass. To improve the collaboration experience, the system provides a novel gravity-aware hand visualization technique.
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Introduction

Current video conference technology allows people to keep collaborating even when they are in different locations. However, in a remote assistance scenario, where a remote expert helps a local customer who performs a complex physical task, the guidance conveyed by using video and audio communication media still has a high risk of misinterpreting the expert’s intention and instruction, which can lead to inefficient collaboration experience and poor performance.

Researchers have found that non-verbal communication such as body language and hand gestures can significantly improve the performance of activities in remote assistance/collaboration scenarios [5, 4]. In this paper, we propose a lightweight web-based system that supports remote guidance using hand gestures from a remotely located expert to a local customer. Leveraging web-based real-time media communication technology (e.g., WebRTC), the system allows the local customer to use a commodity smartphone device to share a view of the customer’s workspace with the remote expert helper via a video conference, and the expert’s hand gesture data can be transmitted and visualized in real-time on the shared live video stream in the web browser. See Figure 1. Since the system can be accessible via standard modern web browsers (e.g., Chrome, Firefox, Safari), it does not require any prerequisite app software to be installed on user’s smartphone devices. Only expert side requires a hand tracking device to track the expert’s hand movement.

The effectiveness of using the hand gestural visual cue in remote assistance/collaboration scenarios has been studied well in previous research work [2, 1, 3, 6]. However, most of these systems require the installation of apps or plug-ins running on complex customized equipment from the customer’s side. Those apps were developed and tested in specific operating system versions and configurations, and are not easily deployed to different types of device and setups.

Our proposed system is different from other work in terms of the following aspects.

- The convenience of our web-based system: Our system is a web-based system that does not require any prerequisite app to be installed on the customer’s device, and can be accessible for use with web browsers (e.g., Chrome, Firefox, Safari).
- Easy customization: The system can be customized for use on any device connected to the internet, such as smartphone, tablet, desktop PC, and smart glass.
- Gravity-aware hand visualization for providing a better interaction experience.

In our demo, we will show our working prototype system running on a various range of devices like smartphone, tablet, and smart glasses. A novel gravity-aware hand visualization will be demonstrated.

A web based remote assistance system

Our system is built on a web real-time communication framework (WebRTC). As depicted in Figure 3, the intermediary signaling server in WebRTC establishes a peer-to-peer (P2P) connection between the customer and the expert for real-time media communication, and each end user can participate in this direct media communication session by simply browsing a web page hosted by the server using any compatible modern web browser (e.g., Chrome, Firefox, Safari etc.). Since the data communication between two peers
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1Our system supports other types of devices such as tablet, PC, smart glass, etc. See Fig. 1 (b), (c).
and the data access to the user’s devices such as camera, microphone, or the Leap Motion controller are controlled by the WebRTC and JavaScript APIs residing in the user’s web browser, it does not require any prerequisite software or plugins to be installed on their devices or browsers.

To create and display the 3D hand model in the user’s web browser in real-time, we use Three.js API that is based on WebGL. Three.js uses the JavaScript language as part of the website, and thus it does not require the need for installing any web browser plugins. The hand skeleton joints data obtained from the expert’s Leap Motion device is used for rigging the 3D hand model in the Three.js scene. In order to synchronize the perspective view of the rendered 3D hand model and its pose between the customer and the expert, the hand skeleton joints data and the Three.js’s perspective camera parameters (e.g. fov, view direction, or position etc.) are set at the expert side, and then transmitted to the customer side (see arrows illustrating the data flow between customer and expert in Fig. 3), where the transmitted hand skeleton joints data and the Three.js camera parameters are used for rigging and displaying the customer’s own hand model in the same perspective view on the customer’s web browser. Note that the 3D hand model data is embedded in the web page so that the system does not need to send the large 3D mesh data to the customer; instead only small amount of the hand skeleton joints and the camera parameters are transmitted to the customer.

The proposed system also utilizes the gravity direction of the customer’s local work space to reorient the hand models, and this is managed by Context-Aware Visualization module in the expert side that processes the transmitted gyro sensor data from the customer, and produces the updated visualization parameters of the hand model that is transmitted and applied to the customer’s hand model.

**Gravity-aware hand visualization**

In our system, a precise positioning of the expert’s virtual hand with respect to the customer’s real environment and objects of interest is important for the expert to convey accurate guidance and information on the required physical operations on the objects. To do this, a proper alignment between the expert’s Leap motion device’s interaction space (and thus the virtual hand therein) and the customer’s camera view space is required (See Fig. 2).

In this work, we propose a novel gravity-aware alignment of the interaction space based on the gravity direction of the customer’s environment to snap the interaction space onto the ground of the customer’s real world, which helps the expert manipulate the virtual hand in a more intuitive and natural way as he/she would be present physically in the customer’s environment.

More precisely, we estimate the direction of the gravity of the customer’s work space using inertial sensors in the customer’s smartphone, and use it to continuously change the orientation of the interaction space in the customer’s camera view space, and thus the virtual 3D hand model therein, and its relative pose to the ground of the customer’s work.
space is stabilized while the customer’s hand-held camera freely moves. Figure 2 (a) shows an illustration of the expert’s interaction space as a 3D box representation over the Leap Motion device, and (b) & (c) show the alignment of the interaction space to the customer’s camera without/with the gravity-awareness. Figure 4 (a) and (b) shows the expert’s hand movement over the Leap Motion device at the expert’s site and the hand visualization in the customer’s camera space without/with the gravity awareness. The arrow indicates the direction of the expert’s hand movement. With the gravity-aware alignment, the movement of the expert’s real hand in his physical world matches to the one of the virtual hand model in the customer’s physical world.

**Conclusion**

We present a light-weight web-based remote assistance system, which does not require any prerequisite app to be installed, and can be accessed for use on any device connected to the internet such as smartphone, tablet, and smart glass. With our gravity-aware hand visualization, the expert can manipulate the virtual hand in a more intuitive and natural way. A demo video is in the supplemental material for review, and will be available on YouTube after publication.
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